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MACHINE LEARNING BASED FEATURE 
OPTIMIZATION AND EARLY DETECTION 

SYSTEM IN HEART DISEASES  

   

 

 

Abstract: 

In today's world, humanity faces a myriad of challenges, 

many of which pose significant threats to our well-being. Chief 

among these challenges are health-related issues. Among these 

health problems, heart diseases stand out as the leading cause 

of mortality. Consequently, the early diagnosis of heart 

diseases plays a pivotal role in mitigating mortality rates and 

enhancing people's overall quality of life. This study aims to 

employ machine learning algorithms to enhance the early 

detection capabilities of heart disease. A dataset comprising the 

health records of 253,680 patients with heart disease is 

analyzed using five distinct machine learning algorithms: 

Logistic Regression, K-Nearest Neighbors Classifier, Decision 

Tree Classifier, Naïve Bayes, and Linear Support Vector 

Machine (Linear SVM). The dataset is partitioned, with 80% 

allocated for training the algorithms and the remaining 20% 

for testing. Furthermore, the study's evaluation employs four 

different metrics: accuracy, precision, recall, and the F1-

measure. Initially, early diagnosis of heart disease is attempted 

using the complete set of features in the dataset. However, this 

approach results in excessive costs and time consumption. 

Subsequently, a feature reduction process is implemented to 

optimize resource utilization, yielding an improved early 

detection rate. The research findings indicate that Logistic 

Regression outperforms the other algorithms, achieving the 

highest success rate with an accuracy score of 90.67%. These 

research results underscore the substantial contribution of 

machine learning algorithms to the early detection of heart 

disease, ultimately enhancing the quality of life for individuals. 

Keywords—heart disease, machine learning, corr function. 

I. INTRODUCTION  

In the developing world of today, the influence 
and position of computer software on people's lives 
cannot be ignored. It is well known that artificial 
intelligence is one of the most important components of 
computer programs. This has attracted the attention of 
many researchers, educators and even many companies. 
Today, the integration of artificial intelligence into 
healthcare is the subject of research [1,2]. In general, it is 
believed that artificial intelligence can be used for early 
diagnosis of diseases, which is one of the major concerns 
of people today [3]. 
 This research is about using machine learning 
algorithms for early diagnosis of heart diseases that could 
cost many lives by 2050 [4]. For training machine 
learning algorithms, a dataset consisting of individuals 
who have already had heart disease in their medical 

history and individuals who have never had heart 
problems before will be used. Data from more than 
250,000 people will be used for the proposed research, 
and the accuracy of the results will be compared against 
the most popular machine learning algorithms. Corr 
function will be used to reduce data features in the dataset 
to save time and unit costs. Agile project development 
methods will be used during the project. Sprint planning 
and processes are dynamically managed to control the 
project process. 
  

 
Fig. 1. The developed system 
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 As a method for early detection of heart attack 
risk, the system we developed is illustrated in Figure-1 
and works as follows: 

• Firstly, a dataset consisting of real patient data 
appropriate for diagnosis is used. 80% of the 
dataset is used for training and 20% for testing. 

• Corr function is used to examine the correlation 
of all features in the dataset, and feature 
reduction is achieved. The success rate before 
and after using the corr function is compared, 
and the gains in terms of time and cost are 
evaluated. 

• In this system, five different machine learning 
algorithms are applied: Logistic Regression, 
KNeighbors Classifier, DecisionTreeClassifier, 
Naïve Bayes, Linear SVM. 

• In the final stage, the results obtained from the 
machine learning algorithms are compared with 
four different metrics (Accuracy, precision, 
recall, f1-measure). 

 

II. LITERATURE REVIEW 

 There are many studies on heart disease using 
traditional models and a small number of patients. 
Venkatalakshmi and Shivsankar et al. Numerous 
experiments were conducted with the same datasets with 
the Weka tool. The dataset they use consists of 13 features 
and 294 records. They used naive bayes and decision tree 
algorithms. In their studies, 85.03% accuracy was obtained 
with Naive Bayes and 84.01% accuracy with Decision 
Tree, respectively [5]. Jindal et al. obtained results using 
the data of 304 patients of different ages using the World 
Health Organization. This dataset consists of 14 different 
features. Performances were compared with KNN, Logistic 
Regression, Random Forest Classifier. The best accuracy 
result was obtained with KNN with 88.52% [6]. Haq et al. 
[7] proposed a heart disease identification method using 
feature selection and expectations. Sequential Back 
Selection Algorithm (SBS FS) performance for the 
accuracy result (KNN) is used for the special selection. 
Despite good results, the number of patients used is very 
small. Data from 294 patients were used.These three 
studies obtained data from a relatively small number of 
patients compared to other studies. 

 Samuel et al. propose an approach using both artificial 
neural network and logic methods as a hybrid. According 
to the results obtained, approximately 4.4% higher results 
were obtained than ANN [8]. Sathya et al analyze different 
classifier features such as heart disease SVM, KNN and 
MLP using WEKA 3.8 software. The SVM Classifier is 
superior to KNN and MLP, achieving 85.9% accuracy 
with a minimum of 15.3% false positives. Although it 
achieves high accuracy, the false positive rate is quite low 
[9]. Prince et al. made comparisons with 6 different 
machine learning algorithms and 4 different metrics. 
According to the results obtained, the best result was 
obtained with 73% Decision Tree [10].  

 According to the studies, the number of patients used in 
some studies is low, the accuracy or false positive rate 
obtained in some is very low, and the feature reduction 
method is not used in some. In this study, both feature 

reductions were used and accurate high results were 
obtained. With feature reduction, very high gains in terms 
of time have been obtained. 

III. MACHINE LEARNING ALGORITHMS 

The algorithms integrated into this study for the 
diagnosis of heart attack are as follows: 

A. Logistic Regression 

A mathematical machine learning algorithm that finds 
relationships between two different data to predict another 
data. This data analysis technique analyzes the relationship 
between two different data and produces a result. The 
resulting output is 0 or 1. “0” represents the answer “no” 
while “1” represents the answer “yes”. Logistic Regression 
is faster, less computationally intensive, easier to 
troubleshoot, and less complex than other machine 
learning techniques. Therefore, it is often preferred [11]. 
Its mathematical function is: 

Logit(p) = ln(p/1 − p) (1) 

B. K-Nearest Neighbors Classifier 

Compares unclassified data with data in the dataset to 
determine a specific outcome. The K-Neighbors Classsifier 
algorithm determines the number of clasest neightbors that 
will be used to determine which class the data belongs to 
by specifying the values of k. In this study, the value k is 
chosen as 20 since it yielded the best results. The value for 
each neighbor is calculated, and it is determined which 
class it belongs to based on which class has the most 
similarity [12]. Its mathematical function is: 

� =  �(�2 − �1)� + (�2 − �1)� (2) 

C. Decision Tree Classifier 

A machine learning algorithm that divides large sets of 
data into small sets by applying decision rules to datasets 
with a large amount of data in order to reach accurate 
results [13]. In short, the basic aim is to create a model that 
predicts a variable by making the simplest inferences from 
the data characteristics [14]. 

D. Naïve Bayes 

A machine learning algorithm that analyzes data based 
on probability principles. First, a certain amount of data is 
taught to the machine learning algorithm, and then it 
quickly shows which class newly added data belongs to 
based on the learned data [15].  Its mathematical 
expression is: 

�(����� |����) =
�(����|�����)�  �(�����)  

�(����)
 

(3) 

 

E. Linear Support Vector Machines  

Draws a line to separate data placed on a specific 
plane. This machine learning algorithm shows which class 
newly added data should belong to by ensuring that the 
data is at its farthest point from each other. The area within 
this line is called the “margin”. Values between “+1” and 
“-1” are taken within this area [16]. 

�� � = 0 !� "# . � + % < 0 (4) 
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�� � = 1 !� "# . � + % ≥ 0 (5) 

 
(Where W is the weight vector, x is the input vector, 

and b is the deflection. 

 

IV. DATASET 

The dataset that we will use to train machine learning 
algorithms for early diagnosis of heart disease is the 
Behavioral Risk Factor Surveillance System (BRFSS), a 
health-related survey conducted annually by the CD. These 
survey results have been collected in the United States 
since 1984 and are continually updated each year. This 
dataset on heart disease includes 253,680 instances, with 
23,893 individuals having the disease and 229,787 
individuals not having the disease. The dataset contains 22 
variables, one of which indicates whether an individual has 
the disease. This variable plays an important role in the 
early diagnosis of the disease. [17] 

 

TABLE I.  FEATUERS AND DESCRIPTIONS  

Feature Description 

*Heart Disease Whether or not the individual had a heart attack, with 
“1” representing those who have had a heart attack 
and “0” representing those who have not. 

*High BP Whether or not the individual has high blood 
pressure, with “1” representing those who have high 
blood pressure and “0” representing those who do 

not. 

*High Chol Whether or not the individual has high cholesterol, 
with “1” representing those who have high 

cholesterol and “0” representing those who do not. 

*Chol Check Whether or not the individual had cholesterol 
screening, with “1” representing those who have had 
cholesterol screening and “0” representing those who 

have not. 

*BMI Body mass index (BMI) of the individual. 

*Smoker Whether or not the individual smokes, with “1” 
representing smokers and “0” representing non-

smokers. 

*Stroke Whether or not the individual had a stroke, with “1” 
representing those who have had a stroke and “0” 

representing those who have not. 

*Diabetes Whether or not the individual has diabetes, with “1” 
representing those who have diabetes and “0” 

representing those who do not. 

PhysActivity Whether or not the individual engages in physical 
activity, with “1” representing those who do engage 
in physical activity and “0” representing those who 

do not. 

Fruits Whether or not the individual consumes fruits, with 
“1” representing those who do consume fruits and 

“0” representing those who do not. 

Veggies Whether or not the individual consumes vegetables 
and “0” representing those who do not. 

HvyAlcohol 
Consump 

Whether or not the individual has high alcohol 
consumption, with “1” representing those who have 

high alcohol consumption and “0” representing those 
who do not. 

*AnyHealthCare Whether or not the individual received any health 
support, with "1" representing those who have 

received health support and "0" representing those 

who have not. 

*NoDocbcCost Whether or not the individual has a family history of 
heart disease, with “1” representing those who have a 
family history and “0” representing those who do not. 

*GenHlth Whether or not the individual has a family history of 
heart disease, with "1" representing those who have a 
family history and "0" representing those who do not. 

*MenHlth Whether or not the individual has a mental health 
condition, with "1" representing those who have a 
mental health condition and "0" representing those 

who do not. 

*PhysHlth Whether or not the individual has a physical health 
condition, with “1” representing those who have 

physical health condition and “0” representing those 
who do not. 

*DiffWalk Walking limitations of the individual. 

*Sex Gender of the individual, with “0” representing males 
and “1” representing females. 

*Age Age of the individual. 

Education Education level of the individual. 

Income Income level of the individual. 

V. METRICS 

The parameters used for classification criteria are 
listed below: 

• True Positive (TP): Predicting that a person 
has heart disease when they have it. 

• False Positive (FP): Predicting that a person 
has heart disease when they don’t. 

• True Negative (TN): Predicting that a person 
does not have heart disease when they don’t. 

• False Negative (FN): Predicting that a person 
does not have heart disease when they do. 

Additionally, it is compared the result of the algorithms 
with four different metrics: 

A. Accuracy 

A metric that calculates the accuracy that calculates 
the accuracy rate of a model. 

() + (*
() + +) + (* + +*

 
(6) 

B. Recall 

It is a metric that tries to estimate how positive the 
transactions that only want to be positive are. 

,-���� =  
()

() + +*
 

(7) 

C. Precision 

It is a metric that shows how many of the values that 
only positive are positive. 

).-�!/0 =  
()

() + +)
 

(8) 

D. F1-Measure 

A metric that shows the harmonic average of precision 
and recall values. 

F2 = 2 ∗  
�.-�!�!/0 ∗ .-����
�.-�!�!/0 + .-����

 
(9) 
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VI. RESULTS 

In this study, a dataset of 253,680 records of 
heart patients is used. Instead of traditional algorithms, 
machine learning algorithms that provide more accurate 
and faster results are used. These algorithms are logistic 
regression, KNeighbors Classifier, DecisionTree 
Classifier, Naïve Bayes, and Linear SVM. Four different 
metrics are used to test these five different algorithms: 
(Accuracy, precision, recall, f1-measure).  

The results of the four metrics obtained are given 
in table form: 

TABLE II.  RESULTS OF FULL FEATUERS  

 Full Features (21 feature) 

Algorithm / Metrics Acc P R f 

Logistic Regression 90.62 91.13 98.27 94.56 
KNeighbors 90.51 91.23 99.12 95.01 

DecisionTree 85.2 92.17 91.35 91.75 
Naïve bayes 81.99 92.41 91.21 91.8 
Linear SVM 90.60 91.85 99.45 95.49 

 

The results are obtained by analyzing and recognizing 
21 different features. The main innovation of this study 
compared to other studies is the use of the Corr function 
to study the correlation of all features, which led to a 
reduction of features. In order to calculate the correlation 
coefficient between the features of the dataset, a code was 
developed in Python to order the feature strengths in the 
range [-1, 1] using the Corr function. After calculating the 
correlation coefficient matrix, each feature was compared 
with its mean correlation. The feature change and the 
target change are compared to determine whether they are 
compatible or not. If the value of the coefficient is 
negative, there is an inverse relationship between the 
variables. Here, after the min-max transformation, the 
uncertainties of the features in our dataset are removed. 
Before applying the Corr function, a comparison is made 
between the 21 different features in the dataset and the 15 

unique features (marked * in Table 1) that remain after 
applying the Corr function. It can be observed that the 
reduction of features has both time and cost benefits. The 
Corr function used to determine the correlation is shown 
in Figure 2. 

 

. =
0. ∑56 . 7İ − ∑7İ. ∑7İ

�90. ∑56
� − (∑56)�:. 90. ∑76

� − (∑76)�:
 

 

(10) 

 

The results of the algorithms and metrics computed 
with the 15 different features obtained with the Corr 
function are compared in the following table: 

 
 
 
 

TABLE III.  RESULTS OF REDUCED FEATUERS 

 Unique Features (15 Feature) 

Algorithm / Metric Acc P R f 

Logistic Regression 90.67 90.77 97.25 93.89 
KNeighbors 90.47 91.05 98.85 94.78 

DecisionTree 87.05 92.25 94.53 93.37 
Naive bayes 82.80 92.27 94.35 93.29 
Linear SVM 90.50 91.15 99.23 95.01 

 
As can be seen in Table 2 and Table 3, although the 

number of features has decreased, the results obtained are 
quite good. In this study, by reducing the number of 
features, a temporal gain of about 20% is obtained. This 
provides us with early detection of heart disease. 

HeartDisea

seorAttack
HighBP

High 

Chol

Chol 

Check
BMI Smoker Stroke Diabetes

Phys 

Activity
Fruits Veggies

HvyAlcohol 

Consump

AnyHea

lth care

NoDocb

cCost
GenHlth

Ment 

Hlth

Phys 

Hlth
DiffWalk Sex Age Education Income

1,00 0,21 0,18 0,04 0,05 0,11 0,20 0,18 -0,09 -0,02 -0,04 -0,03 0,02 0,03 0,26 0,06 0,18 0,21 0,09 0,22 -0,10 -0,14

0,21 1,00 0,30 0,10 0,21 0,10 0,13 0,27 -0,13 -0,04 -0,06 0,00 0,04 0,02 0,30 0,06 0,16 0,22 0,05 0,34 -0,14 -0,17

0,18 0,30 1,00 0,09 0,11 0,09 0,09 0,21 -0,08 -0,04 -0,04 -0,01 0,04 0,01 0,21 0,06 0,12 0,14 0,03 0,27 -0,07 -0,09

0,04 0,10 0,09 1,00 0,03 -0,01 0,02 0,07 0,00 0,02 0,01 -0,02 0,12 -0,06 0,05 -0,01 0,03 0,04 -0,02 0,09 0,00 0,01

0,05 0,21 0,11 0,03 1,00 0,01 0,02 0,22 -0,15 -0,09 -0,06 -0,05 -0,02 0,06 0,24 0,09 0,12 0,20 0,04 -0,04 -0,10 -0,10

0,11 0,10 0,09 -0,01 0,01 1,00 0,06 0,06 -0,09 -0,08 -0,03 0,10 -0,02 0,05 0,16 0,09 0,12 0,12 0,09 0,12 -0,16 -0,12

0,20 0,13 0,09 0,02 0,02 0,06 1,00 0,11 -0,07 -0,01 -0,04 -0,02 0,01 0,03 0,18 0,07 0,15 0,18 0,00 0,13 -0,08 -0,13

0,18 0,27 0,21 0,07 0,22 0,06 0,11 1,00 -0,12 -0,04 -0,06 -0,06 0,02 0,04 0,30 0,07 0,18 0,22 0,03 0,19 -0,13 -0,17

-0,09 -0,13 -0,08 0,00 -0,15 -0,09 -0,07 -0,12 1,00 0,14 0,15 0,01 0,04 -0,06 -0,27 -0,13 -0,22 -0,25 0,03 -0,09 0,20 0,20

-0,02 -0,04 -0,04 0,02 -0,09 -0,08 -0,01 -0,04 0,14 1,00 0,25 -0,04 0,03 -0,04 -0,10 -0,07 -0,04 -0,05 -0,09 0,06 0,11 0,08

-0,04 -0,06 -0,04 0,01 -0,06 -0,03 -0,04 -0,06 0,15 0,25 1,00 0,02 0,03 -0,03 -0,12 -0,06 -0,06 -0,08 -0,06 -0,01 0,15 0,15

-0,03 0,00 -0,01 -0,02 -0,05 0,10 -0,02 -0,06 0,01 -0,04 0,02 1,00 -0,01 0,00 -0,04 0,02 -0,03 -0,04 0,01 -0,03 0,02 0,05

0,02 0,04 0,04 0,12 -0,02 -0,02 0,01 0,02 0,04 0,03 0,03 -0,01 1,00 -0,23 -0,04 -0,05 -0,01 0,01 -0,02 0,14 0,12 0,16

0,03 0,02 0,01 -0,06 0,06 0,05 0,03 0,04 -0,06 -0,04 -0,03 0,00 -0,23 1,00 0,17 0,19 0,15 0,12 -0,04 -0,12 -0,10 -0,20

0,26 0,30 0,21 0,05 0,24 0,16 0,18 0,30 -0,27 -0,10 -0,12 -0,04 -0,04 0,17 1,00 0,30 0,52 0,46 -0,01 0,15 -0,28 -0,37

0,06 0,06 0,06 -0,01 0,09 0,09 0,07 0,07 -0,13 -0,07 -0,06 0,02 -0,05 0,19 0,30 1,00 0,35 0,23 -0,08 -0,09 -0,10 -0,21

0,18 0,16 0,12 0,03 0,12 0,12 0,15 0,18 -0,22 -0,04 -0,06 -0,03 -0,01 0,15 0,52 0,35 1,00 0,48 -0,04 0,10 -0,16 -0,27

0,21 0,22 0,14 0,04 0,20 0,12 0,18 0,22 -0,25 -0,05 -0,08 -0,04 0,01 0,12 0,46 0,23 0,48 1,00 -0,07 0,20 -0,19 -0,32

0,09 0,05 0,03 -0,02 0,04 0,09 0,00 0,03 0,03 -0,09 -0,06 0,01 -0,02 -0,04 -0,01 -0,08 -0,04 -0,07 1,00 -0,03 0,02 0,13

0,22 0,34 0,27 0,09 -0,04 0,12 0,13 0,19 -0,09 0,06 -0,01 -0,03 0,14 -0,12 0,15 -0,09 0,10 0,20 -0,03 1,00 -0,10 -0,13

-0,10 -0,14 -0,07 0,00 -0,10 -0,16 -0,08 -0,13 0,20 0,11 0,15 0,02 0,12 -0,10 -0,28 -0,10 -0,16 -0,19 0,02 -0,10 1,00 0,45

-0,14 -0,17 -0,09 0,01 -0,10 -0,12 -0,13 -0,17 0,20 0,08 0,15 0,05 0,16 -0,20 -0,37 -0,21 -0,27 -0,32 0,13 -0,13 0,45 1,00

Fig. 2. Corr Function Results 
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VII. CONCLUSION 

In today's world, which is constantly evolving and 
changing, heart disease is a threat to people's lives. 
This study aims to use machine learning algorithms for 
early diagnosis of heart disease. Five different 
algorithms are used for early diagnosis, and data is 
trained to provide results by teaching them symptoms 
of heart disease. The success rate of these algorithms 
are 90.67% for Logistic Regression, 90.47% for 
KNeighborClassifier, 82.80% for Naïve Bayes, 
87.05% for DecisionTree, and 90.50% for Linear 
SVM. The results obtained are compared with four 
different metrics (accuracy, precision, recall, f1- 
measure). The Corr function is used to reduce the 
features by ensuring the correlation of all data, saving 
time and unit costs. 
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