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Abstract
One of the most pressing challenges in audio forgery detection—a major topic of 
signal analysis and digital forensics research—is detecting copy-move forgery in 
audio data. Because audio data are used in numerous sectors, including security, but 
increasingly tampered with and manipulated, studies dedicated to detecting forgery 
and verifying voice data have intensified in recent years. In our study, 2189 fake 
audio files were produced from 2189 audio recordings on the TIMIT corpus, for 
a total of 4378 audio files. After the 4378 files were preprocessed to detect silent 
and unsilent regions in the signals, a Mel-frequency-based hybrid feature data set 
was obtained from the 4378 files. Next, RNN and LSTM deep learning models were 
applied to detect audio forgery in the data set in four experimental setups—two with 
RNN and two with LSTM—using the AdaGrad and AdaDelta optimizer algorithms 
to identify the optimum solution in the unlinear systems and minimize the loss 
rate. When the experimental results were compared, the accuracy rate of detecting 
forgery in the hybrid feature data was 76.03%, and the hybrid model, in which the 
features are used together, demonstrated high accuracy even with small batch sizes. 
This article thus reports the first-ever use of RNN and LSTM deep learning models 
to detect audio copy-move forgery. Moreover, because the proposed method does 
not require adjusting threshold values, the resulting system is more robust than other 
systems described in the literature.
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1 Introduction

Biometric data, obtained using various sensors and devices to capture people’s 
physical and behavioral characteristics, are personal but essential data as they 
identify specific individuals [1]. Indicating the personal identity, age, gender, 
and even emotional state of individuals, biometric data most often derive from 
data representing people’s faces, fingerprints, voices, hand geometry, irises, 
and signatures [2]. Voice and speech data, some of the most accessible and thus 
widely used biometric data, can be obtained without requiring contact with 
sensors and offer high mobility. Not only is speech the easiest, most natural 
means of communication between people [3], but voice signals are also more 
suitable than other biometric data because they can be authenticated conveniently, 
quickly, and reliably [4].

Face-based and voice data can be easily accessed due to the widespread use 
of the Internet and digital multimedia resources. Because tools for manipulating 
audio and video are also readily accessible online as well as easy to use, 
manipulating such data has become rather uncomplicated [5, 6], and the volume 
of manipulated records, whether generated with good or bad intentions, has 
ballooned. In response, recent studies on the detection of manipulated images 
have generated models for detecting such manipulation using various methods. 
Nevertheless, as researchers have that despite momentum in research on audio 
manipulation, such research remains in its infancy [7, 8]. Studies on detecting 
voice manipulation and voice copy-move forgery, for example, have been very 
few, and the forgery detection systems developed for those purposes have 
performed detection only under highly limited conditions. However, such studies 
are pivotal, for authenticating and verifying audio manipulation is not only far 
more difficult than authenticating and verifying digital images [5–9] but also 
demands the accurate, reliable analysis of audio signals.

The development of multimedia technology has driven a rapid increase 
in speech data, which have therefore become important parts of multimedia 
data [10]. Because those data are used directly in military commands, legal 
proceedings, banking systems, Internet of Things devices, smart speakers, 
automatic speaker verification systems, and copyright in the music industry, 
the protection and verification of the integrity of digital conversation records 
is critical for information security in those sectors [5]. To support such efforts, 
the emerging science of audio forensics involves analyzing audio recordings 
used in courts and other institutions [11]. The first audio record was forensically 
examined in the 1950s, and, in the 1990s, studies in audio forensics began 
to emerge [12]. Although analog audio data were used in the first forensics 
authentication systems, digital audio data are used today. The process of detecting 
the manipulations/forgery of digital audio data, however, remains extremely 
difficult, largely because such manipulation leaves no traces that can be detected 
visually or audibly [13].

In the literature, audio forensics is divided into two categories depending on 
whether active or passive techniques are used. Whereas active techniques rely on 
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private information such as watermarks, hash values, and digital signatures, pas-
sive techniques can process audio data that do not contain any additional infor-
mation and passive techniques is quite difficult to detect than active techniques, 
since they do not contain extra information in the passive technique. Furthermore, 
when audio data are examined in real conditions, locating digital watermarks and 
signatures is not always possible, which gives passive techniques a wider area of 
application. For those reasons, passive forensics techniques are pivotal in audio 
forensics [14–18]. In our study, using the passive technique of audio copy-move 
forgery detection, we sought to detect manipulated audio files. The audio copy-
move technique is a form of audio manipulation that involves copying a region 
from an audio recording and moving it to a different location in the same record-
ing. Because copying and moving processes are performed on the same audio file 
[19], detecting that manipulation technique ranks among the most difficult prob-
lems in the literature, as various researchers have emphasized, and studies on and 
knowledge about the problem are greatly needed [7, 8, 14, 19–22].

Against that backdrop, in our study we aimed to develop a method of audio 
copy-move forgery detection. To that end, we developed recurrent neural network 
(RNN) and long short-term memory (LSTM) models that we tested with different 
hyperparameters to obtain the optimum result. The results of our tests are 
compared in this article, supported by tables and figures detailing accuracy and 
loss rates.

As described in this article, our study was the first to use RNN and LSTM 
sequence models to detect audio copy-move forgery. It was also the first to use 
Mel-frequency cepstral coefficients (MFCCs), delta (Δ) MFCCs, and ΔΔMFCCs 
together as a fusion model. Moreover, because most of the few studies on audio 
copy-move forgery detection have involved using a threshold value, the decision-
making process in those studies has depended on various factors such as age, 
gender, and speech environment. In our study, however, audio copy-move forgery 
detection was performed without using any threshold value in decision-making, 
which reduced dependence on the person, gender, audio recording, and environ-
mental conditions. Beyond that, our study was the first comprehensive study to 
examine the effect of hyperparameter variation, optimization algorithm, batch 
size, and epoch on sequence-based deep learning models. Last, as the results of 
our experiment show, the proposed methods allow the detection of original and 
forged voices in audio copy-move forgery without using any threshold value. Fig-
ure 1 presents a graphical abstract of the proposed system.

In what follows, Sect.  2 reports relevant literature on copy move forgery 
detection, Sect.  3 presents the materials and methods that we employed in our 

Fig. 1  Graphical Abstract
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study, and Sect.  4 describes the database that we developed, our experimental 
setups, and the experimental results. Section  5 discusses our proposed model, 
after which Sect. 6 articulates our conclusions.

2  Related literature

The dearth of literature on audio copy-move forgery detection underscores the 
need for additional studies on the topic [7, 8, 14, 19, 20, 22], as does the lack of 
any robust, integrated system for detecting the copy-move forgery of audio data. 
Indeed, the measured authenticity and accuracy of audio data frequently is used, 
highly sought properties in verification systems. For that reason, researchers have 
developed various models for detecting audio copy-move forgery in such systems, 
often using various feature extraction models. The most preferred model among 
them involves using the audio feature of pitch.

In that vein, Li et  al. developed a method of detecting copy-move forgery in 
audio signals in four stages: preprocessing, pitch sequence extraction, difference 
calculation, and comparison. First, in preprocessing, the audio signals were 
processed nonlinearly, after which pitch sequences were extracted by using the 
pitch frequency feature of the audio signals to obtain the signals’ features. In the 
third and fourth stages, the differences between the syllables were calculated using 
a threshold value and compared to determine whether copy-move forgery was used 
in the audio signals. During analysis, the method was tested by applying six types of 
attacks to 500 audio-recording data. The recall values calculated all exceeded 90%, 
with no attack at 93.55%, compressed amplitude at 91.22%, 15 dB of added noise 
at 92.35%, 5 dB of added noise at 92.56%, 48 kHz up-sampling at 91.89%, 16 kHz 
down-sampling at 91.89%, and mp3 coding at 92.05% [20].

By contrast, Yan et al. divided audio signals into voiced and unvoiced segments 
using the yet another algorithm for pitch tracking (YAAPT) method. After the pitch 
sequence and the first two formant sequences were obtained in feature extraction 
from the voiced segment, the similarities of each feature set were calculated with the 
dynamic time warping algorithm. Last, using a threshold value, whether copy-move 
forgery was used in the audio recordings was determined. They tested their method 
with data from The Wall Street Journal and TIMIT speech databases using 20,000 
duplicated segments of data tested with 16 types of attacks. Without any attack, the 
accuracy rate was calculated to be 99.25% and the recall value to be 100%. However, 
after the various attacks, the accuracy rates and recall values varied from 76.34 to 
98.89% [7].

By further contrast, Yan et  al. developed a two-stage method involving pitch 
extraction and the comparison of pitch sequences. First, the voiced and unvoiced 
segments were extracted from audio signals using the YAAPT method. After pitch 
sequences obtained from each audio segment of the audio signals were used for 
feature extraction, Pearson correlation coefficients (PCCs) were used to calculate the 
similarities between the pitch features. A threshold value for gauging the similarity 
between the audio segments was calculated to use in determining whether the 
audio signals have been tampered with. Their method was tested with three types 
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of attacks and 1,000 tampered audio recordings generated by the authors. Next, 
3,000 post-processed tampered audio recordings were obtained by applying post-
processing to those recordings, and the true positive rate (TPR) was calculated to 
assess the performance of the method. The TPR rate was 99.962% without any 
attack, 98.514% after noise was added, 99.398% after filtering, and 99.784% after 
recompression [22].

In other work, Xie et  al. developed a multi-feature decision-making system 
for detecting copy-move forgery in audio signals using the signals’ pitch features 
in a three-stage method: preprocessing, feature extraction, and decision-making. 
In preprocessing, variance-based, double-threshold voice activity detection was 
applied. Next, in feature extraction, four features were obtained: the pitch feature 
of the audio, gammatone features, MFCCs, and discrete Fourier transform (DFT) 
coefficients. The similarities of features were calculated by determining a definite 
threshold value with PCCs and average difference methods. Last, in decision-
making, the C4.5 algorithm was used to feature set. The system was tested on 
1000 original and 1000 forged audio data with 10 dB Gaussian noise added to the 
tampered data. The best accuracy rate was calculated to be 99.0% without any attack 
and 94.1% after noise was added [8].

By comparison, Huang et al. divided their method of detecting audio copy-move 
forgery into three steps. First, the audio signals were split into segments, after which 
DFT coefficients were applied to each segment for feature extraction. Last, each 
segment was ranked according to its characteristics, and audio copy-move forgery 
was detected by comparing the segments in a sorted list [10].

In a similar method, Liu et al. first split audio signals into syllables to segment 
them. After DFT transformation was applied to each segment for feature extraction, 
each segment was ranked according to attributes. Afterward, a threshold value was 
determined, and audio copy-move forgery was detected by examining the similarity 
of the characteristics of the sequenced segments, calculated using PCCs. Next, 
1000 forged voice data were generated, and the results of the system were tested by 
adding Gaussian noise to those data. The accuracy rate, recall rate, and F1 score of 
copy-move forgery detection without any attack applied were 100, 98.9, and 99.4%, 
respectively, and after noise was added were 100, 97.6, and 98.8%, also, respectively 
[19].

Meanwhile, Wang et  al. segmented audio signals and applied a voice activity 
detection algorithm to the signals. Discrete cosine transform (DCT) coefficients 
were obtained by applying the DCT method to the segments for feature extraction, 
after which the coefficients of each segment were converted into a square matrix. To 
adjust a singular eigenvector, a singular value decomposition (SVD) transformation 
was applied to the matrix. Last, the forged audio signals were identified by 
calculating the distance between any two singular vectors [14].

Xiao et al. developed a method of detecting audio copy-move forgery based on 
calculating the similarity between two segments in audio signals. Once a threshold 
value was determined, it was compared with the similarity values in order to 
calculate the similarity between segments, namely using fast convolution algorithm 
[12].
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Last, Imran et al. used a voice activity detection algorithm to detect the presence 
of speech. After histograms of words were obtained with the one-dimensional local 
binary pattern algorithm for feature extraction, forged parts in the audio recordings 
with similar histograms were identified. Ultimately, the forged audio recordings were 
obtained using the Arabic Speech Corpus, and the accuracy rate was determined to be 
96.59% [21].

3  Materials and methods

In our study, we designed and developed a first-ever end-to-end system based on RNN 
and LSTM models for detecting audio copy-move forgery. The proposed system con-
sists of three stages: (1) Analysis and fragmentation of silent and unsilent segments of 
audio signals, (2) The extraction of Mel-frequency-based features from each segment, 
and (3) Audio copy-move forgery detection using RNN and LSTM models. Figure 2 
presents a block diagram of the proposed system.

In the first stage of the proposed system, an audio signal is divided into voiced 
and unvoiced segments using the YAAPT for pitch tracking. In the second stage, 
after 13 MFCCs, ΔMFCCs, and ΔΔMFCCs are calculated from each segment, those 
coefficients are associated and used in a fusion feature vector. Last, in the third stage, 
the fusion feature vector provides input for the RNN and LSTM network models. In our 
study, we used different optimization algorithms, batch sizes, and epoch numbers to 
examine the optimum model.

3.1  YAAPT

The robust algorithm for pitch tracking (RAPT) processing on the time domain 
performs the pitch-tracking process. Although the RAPT has achieved good results 
in many studies, one of its greatest disadvantages is frequent pitch doubling, which 
causes numerous pitch errors. In response, Zahorian et al. developed the YAAPT from 
RAPT in 2008 as a more powerful pitch-tracking method for performing frequency 
domain analysis [23, 24]. The YAAPT, a noise- and interference-resistant frequency 
pitch-tracking algorithm, works accurately and reliably for high-quality voice data and 
telephone conversations. Using both the time and frequency domain of audio signals, 
it estimates pitch frequencies by subtracting the local maxima of the normalized cross-
correlation function of audio signals [25, 26].

One of the most important features of the YAAPT is its use of spectral 
information for the F0 tracking algorithm. Because F0 tracks obtained from 
the spectrograms of audio signals can better identify F0 candidates, spectral F0 
tracks are produced with the peaks occurring at the fundamental frequency and 

Fig. 2  Block diagram of the proposed system
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the harmonics of those frequencies [27]. The YAAPT consists of four major 
stages: preprocessing, calculating the F0 track, predicting the F0 candidate, and 
determining the F0 [24]. First, in nonlinear preprocessing, multiple versions of a 
signal are developed using nonlinear processing. Second, in F0 track calculation 
from the spectrogram, F0 tracks are estimated from the nonlinear signal using 
spectral harmonic correlation and dynamic programming. Third, in F0 candidate 
estimation based on NFCC, using the spectral F0 traces estimated in the previous 
step, candidate F0s are extracted by optimizing both the signal and nonlinear 
processed signal. Fourth and finally, in determining F0s, an F0 trace is calculated 
using the dynamic programming technique.

3.2  MFCCs

MFCCs, representing the short-term power spectra of audio files on a 
nonlinear Mel scale, simulate the characteristics of the audience. MFCCs are a 
popular method frequently used in audio-processing studies involving speaker 
recognition, voice recognition, and emotion analysis [28]. MFCCs represent the 
cepstral parameters extracted in the Mel-scaled frequency domain, while the 
Mel scale itself reveals nonlinear characteristics of the frequency of the human 
ear. The greatest advantage of the Mel-frequency scale is its high accuracy rates 
even as the noise ratio increases [29–31]. Equation (1) can be used to convert the 
frequency value of a signal to the Mel-frequency scale [32, 33]:

in which fmel is the Mel-scale frequency and f  is the Hertz scale frequency.

(1)fmel = 1125ln

(

1 +
f

700

)

Fig. 3  Process of calculating MFCCs
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Calculating MFCCs involves six steps—pre-emphasis, framing, windowing, 
fast Fourier transform (FFT), obtaining Mel filter banks, and DCT—as shown in 
Fig. 3 and detailed in the following subsections.

3.2.1  Pre‑emphasis

The dual purpose of pre-emphasis, or preprocessing an audio signal using a high-
pass filter, is to improve the signal’s high-frequency components by making the 
signal more dominant and to increase the signal-to-noise ratio [28]. In our study, 
pre-emphasis was performed using the following equation:

in which x(t) is the audio signal, � is a fixed value between 0, and y(t) is the new 
signal values.

3.2.2  Framing

Framing is the process of splitting an audio signal into brief parts. Because signal 
frequencies sustain changes, framing processes are needed to analyze the signal. 
The continuous variation of a signal’s time domain causes the loss of spectral 
information during the FTT transformation of the entire signal. Therefore, it is 
advantageous to take each frame’s FTT. When a short frame length is selected, it 
may not contain a sufficient number of samples in the frame length; however, when a 
large frame length is selected, it contains too many samples, which only complicates 
analysis. Thus, selecting a correct frame length is pivotal. Overlapping is also used 
in the framing process so that important information at the beginning and end of an 
audio signal is not lost [28, 34].

3.2.3  Windowing

After an audio recording’s frames are divided, windowing is performed to calculate 
each frame’s power spectrum [28]. Windowing serves to reduce the discontinuous 
regions that occur in the first and final parts of a signal after framing. With 
windowing process in the audio signals decided and applied correctly, the signal 
oscillations can be minimized, which boosts the signal’s stability. Considering those 
processes, more efficient MFCC coefficients are obtained [35]. The windowing 
function that we used is shown in Eq. (3):

in which wn is the windowing function and N is the window length.

(2)y(t) = x(t) − �x(t − 1)

(3)wn = 0.54 × 0.46cos
(

1 +
2Πn

N − 1

)

1 ≤ n ≤ N
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3.2.4  FFT

Each frame of the separated audio signal is transformed from the time domain to the 
frequency domain by applying the FFT method [36], shown in Eq. (4):

in which sk is the input signal and N represents the frame length.

3.2.5  Mel‑frequency scale

The Mel-frequency scale, a scaling system that simulates the hearing perception of 
the human ear, is used to obtain sounds similar to the sounds that people hear in an 
audio signal [37]. Mel filters consist of a triangular filter bank with a linear attribute 
up to 1000 Hz and a logarithmic attribute after 1000 Hz. Each filter is represented 
by a coefficient that indicates the energy of the signal in the band covered by the 
filter [36]. The relationship between linear frequency (in Hz) and the Mel scale is 
shown in Eq. (1).

3.2.6  DCT

After audio signals are passed through the Mel filter bank, the logarithm of signal 
is calculated. DCT is applied to the signal so that the logarithm Mel spectrum 
transforms the frequency domain to the time domain. At the end of DCT process, 
the Mel power spectrum coefficients are calculated using Eq. (5):

in which j is triangle filter, mj is the logarithm of the energy obtained triangle filter, 
and M is the number of filter banks [35, 36].

3.3  ΔMFCCs

MFCCs represent the spectral characteristics of each frame analyzed in an audio 
signal. Along with static features, audio signals contain dynamic features obtained 
by subtracting the ΔMFCC and ΔΔMFCC features from the signals. The ΔMFCCs 
are determined using the first-order derivative of the Mel-frequency coefficients, 
while the ΔΔMFCCs are obtained using the second-degree derivative [32, 33, 
38]. In turn, the ΔMFCCs represent the velocity information between consecutive 
frames, while the ΔΔMFCCs represent the acceleration properties between those 
frames, as shown in Eq. (6):

(4)sn =

N−1
∑

k=0

ske
−j2Πkn

N

(5)ci =

M
∑

j=1

mj × cos
(

Π × i

M
(j − 0.5)

)
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in which deltat is the ΔMFCC and Ct is the MFCC.
When MFCCs, efficiently representing the spectral features of each frame, are 

used for dynamic features extraction, the features in a speech signal are concentrated 
in the first coefficients. Because most features contained in the entire signal can 
be expressed by the coefficients, the features reduce complexity by representing a 
large amount of data with less data, as in speech recognition using MFCCs. In that 
case, using MFCC features has many advantages, including reduced complexity, 
time savings, and high performance. Thus, in our study, we used MFCC features in 
features extraction [39, 40].

3.4  RNN

An RNN, a neural network structure able to model time-sequential data such as audio 
signals [41], is a model capable of learning features and long-term dependencies 
from sequential and time-series data. Unlike the RNN’s feedforward neural network, 
there is a recurrent connection between its nodes that the network structure uses to 
create a memory. That process allows mapping not only the input data in the network 
to the output but also all previous inputs to each output. Because of those structures, 
the state information produced by the feedforward neural network is stored and 
reapplied to the network with the input information. Those structures generate RNN 
models that can effectively learn sequential data [42–44].

The simple RNN model, shown in Fig.  4, consists of an input layer, recurrent 
hidden layers, and output layers. The RNN model uses the hidden state information 
from step t − 1 while processing the data in step t, as represented in Eq. (7):

in which x(t) is the current input data, h(t − 1) is the previous hidden state, and h(t) 
is the new state [41].

(6)deltat =

∑N

�=1
�(Ct+� − Ct−�)

2 ∗
∑N

�=1
�
2

(7)h(t) = fc(h(t − 1), x(t))

Fig. 4  The SimpleRNN model
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3.5  LSTM

LSTM, an iterative recursive neural network model able to learn long-term 
dependencies, is one of the most popular deep learning models used for time-series 
predictions made by networks such as RNN. The essential distinction between 
LSTM and RNN models is that the former stores time-dependent information in the 
long term by mapping nonlinear relationships between inputs and outputs.

LSTM consists of three primary structures—the forget gate, the input gate, and 
the output gate—as shown in Fig.  5. Between those three structures, the input 
activation function vector is denoted as it, the output activation vector as ot, and 
the forgetting activation vector as ft [46]. Once the input gate decides to update cell 
states, the output gate decides which information to use at the output. Subsequently, 
the forget gate decides whether the information will be transferred and, if so, then 
how much is needed, namely by analyzing the input and previous state information. 
Equations (8)–(13) give LSTM gates formula:

(8)ft = �LR(Wf xt + Uf ht−1 + bf )

(9)it = �LR(Wixt + Uiht−1 + bi)

(10)Ot = �L(WOxt + UOht−1 + bO)

(11)c∗
t
= Wcxt + Ucht−1 + bc

(12)ct = ft×ct−1 + it×�hc
∗

t

(13)ht = Ot×�h(ct)

Fig. 5  LSTM network structures
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in which xt represents the input, ht represents the output, �LR (i.e., LeakyReLU) 
represents the activation functions, and W and U represent the weight matrix from 
Eq. (8) [45].

Cell state is a state vector information and is represented Ct and old cell vector 
state is represented Ct-1. Data information added and deleted from this state 
vector using the forget and input gates. Forget gate computes a 0 and 1 value using 
activation output function from the input is represented Xt, and ht is represented 
the current hidden state. Information multiplicatively merged with cell state and 
“forget information” where the gate outputs update to 0. Input gate determines input 
node’s value counts added to the current memory cell internal state. Output gate 
computes a activation function of the input and current hidden state to determine 
which information of the cell state to “output.” Cell state is updated by using vector 
multiply to “forget” and vector addition to “input” new information.

Although successful results have been obtained for audio signals using RNNs, 
training RNN models remains difficult. When an RNN is trained with a gradient 
algorithm, its gradient is lost at an exponential rate as it performs iterative 
backpropagation to the same layer. In the literature, the problem is the “vanishing 
gradient problem” or the “exploding gradient problem.” The LSTM is a deep 
learning model developed to minimize that problem and can indeed mostly solve the 
problem [43]. LSTM and RNN models, when combined, are also known to be more 
effective than deep neural networks for acoustic modeling [42, 47].

3.6  Optimization algorithms

Optimization algorithms adjust the hyperparameters of models to minimize the loss 
function in the training phase of deep learning and machine learning models. The 
loss function is used to calculate the difference between the parameters’ actual and 
predicted values by the model. Because minimizing such loss is crucial, obtaining 
a smaller loss value is better for model predictions. The variation of the values 
of the hyperparameters of models and the optimum hyperparameter selection are 
calculated in the training phase. For that reason, the selection of hyperparameters is 
pivotal for minimizing the loss [48].

In optimization computing, weights and bias values are iteratively updated 
in models, which allows learning the information in the data of a model. The 
performance of deep learning models increases by means of optimization 
algorithms, while the accuracy of the models improves. Because a deep learning 
model may consist of hundreds of thousands or even millions of parameters, 
determining the best weights for the model is extremely difficult. To determine the 
optimum weights, the most appropriate optimization algorithm should be selected.

3.6.1  Adaptive gradient descent (AdaGrad)

The adaptive gradient descent (AdaGrad) algorithm is a gradient-based learning 
algorithm that scales the learning rate of each parameter according to the previous 
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gradients calculated for that parameter. Unlike SGD and momentum methods, 
AdaGrad updates the learning rate for each iteration [49]. To determine the 
learning rate during an update in the training phase, the parameters of the model 
are examined. The algorithm gives a smaller learning rate to parameters with large 
gradient values and a larger learning rate to parameters with small gradient values. 
In other words, the more that the parameters change, the less that the learning rate 
changes. Depending on the problem, that dynamic can make the model learn better. 
Other important advantages of AdaGrad are that it helps to prevent the learning 
rate from decreasing too quickly depending on the parameter and weight values, 
allows the training process to converge faster, and allows the learning rate to be set 
automatically by the algorithm, not manually [50].

3.6.2  Adaptive delta (AdaDelta)

The adaptive delta (AdaDelta) algorithm was developed to solve the decreasing 
learning rate problem of AdaGrad. Unlike AdaGrad, AdaDelta does not take all of 
the squares of the previous gradients but the sum of the gradient squares in a certain 
proportion [49].

3.6.3  Batch size

Batch size is a hyperparameter that defines the number of samples to be used before 
the model parameters are updated. At the end of the batching process, the predicted 
values are compared with the expected output values, and an error is calculated [51]. 
In our study, aside from the different models used, the effects of the batch size and 
number of epochs on the sequence models were also investigated. Experimental 
results revealed a relationship between batch size and the number of epochs; when 
a high batch size was used, large numbers of epochs afforded more accurate results 
than small numbers of epochs.

One of the chief hyperparameters for tuning is the batch size, specifically the 
number of signals used at each step to train the model. If the batch size chosen is 
too large, then it can take training too long to achieve convergence. By contrast, if 
the batch size is too small, then the training process ends without achieving good 
performance [52].

4  Experimental results

4.1  Data set

In our study, we used the TIMIT corpus—a widely used corpus in audio processing 
that represents 630 speakers of American English of different genders and dialects 
[53]—to produce forged audio files. We tested 2189 audio recordings, varying in 
length from 4 to 6  s, and produced 2,189 forged files of voice data by tampering 
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Fig. 6  a Original audio signal 
length, b copy-move forgery of 
the audio signal, and c length of 
the audio signal after copy-move 
forgery
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with those recordings. Thus, 4378 audio files were obtained: 2189 forged ones and 
2189 original ones. During the forgery of the audio recordings, the third second of 
each recording was added after the first second. If the audio recording lasted 4  s, 
then an audio recording lasting 5 s was obtained by adding 1 s. Figure 6a shows the 
original audio signal length, Fig.  6b shows the situation of copy-move forgery to 
the audio signal, and Fig. 6c shows the length of the audio signal after copy-move 
forgery.

Table 1 provides examples of original and forged data in the data set used in our 
study.

4.2  Experimental setups

In our previous study [2], MFCCs and MFCCs were obtained from audio signals, 
and the correlations between those coefficients were examined. In another of our 
studies [54], LPC coefficients were obtained from audio signals. In both studies, 
by examining the correlations between the coefficients, we could detect copy-
move forgery by comparing audio files according to a set threshold value.

Table 1  Data samples
Name Original data Forge d data

Sample 1

Sample 2

Sample 3

Sample 4

Sample 5
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In our other study [55], Mel frequency-based features were extracted and 
classified with ANN model.

In the study presented here, copy-move forgery detection in audio signals was 
based on RNN and LSTM deep learning models, which are called “sequential 
models.”

In the study, 2189 fake audio recordings were generated via copy-move for-
gery from 2189 original audio recordings. In the first stage of the study, the 
YAAPT method was used to separate audio signals into silent and unsilent seg-
ments. In the second stage, Mel-frequency-based features were extracted from 
the audio signals to represent the nonlinear relationships between the frequency 
of the human voice and hearing. In general, signals give stable, more reliable 
results because they are less affected by the recorded environment, the recording 
device, and features that vary from individual to individual depending on Mel 
features. To take temporal variation into account, ΔMFCCs and ΔΔMFCCs were 
also used. The pre-emphasis value to make the high-frequency components of the 
signal more dominant was determined to be 0.97, while to better detect the acous-
tic information and characteristics of the audio signals, the frame size was set at 
25 ms and the overlap size to 10 ms, respectively. Hamming windowing was used 
to increase the continuity of the audio signals after framing and to reduce the dis-
tortions caused by FFT. DFT was applied to the signals to calculate their spectral 
values after each Hamming windowing process. The FFT size was determined to 
be 512, and 26 filter banks were used for each sliding window size. Ultimately, 13 
Mel-frequency coefficients were produced for each segment. Along with the static 
information contained in the audio signals, a stronger feature set was obtained 
by using the dynamic properties of the signals. As a result, a fusion feature was 
settled that contained 13 MFCCs, 13 ΔMFCCs, and 13 ΔΔMFCC features from 
each segment. Last, the data were classified in RNN and LSTM networks. Alto-
gether, a model for audio copy-move forgery detection was developed. In our 
study, four experimental setups—two with RNN and two with LSTM—were 
tested, and the results of the experiments were compared. Figure 7 illustrates the 
structure of the model.

In the first experimental setup, AdaGrad was determined by changing the opti-
mization parameter in the RNN model, which was used in designing the audio 
copy-move forgery detection system. In the classification phase of the experiment, 
three models were designed. Model M11 had three layers, with 8, 4, and 1 neurons, 
respectively; model M12 also had three layers, with 4, 8, and 1 neurons, respectively; 
and model M13 had three layers as well, with 16, 8, and 1 neurons, respectively. The 

Fig. 7  Model overview
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sigmoid activation function was determined for use in all three sets of layers, and 
AdaGrad and binary_crossentropy were used in all three models.

The results for the M11, M12, and M13 RNN models results appear in Table 2. 
The hybrid features data were trained on different hyperparameters. For M11, the 
best accuracy rate was obtained with 500 epochs and a batch size of 1, for rates 
of 83.40, 72.33, and 75.23% for training, validation, and test accuracy, respectively. 
For M12, the best accuracy rate was obtained with 500 epochs and a batch size of 
4, for rates of 83.47, 71.47, and 76.48% for training, validation, and test accuracy, 
also, respectively. Last, for M13, the best accuracy rate was obtained with between 
500 and 1000 epochs and a batch size of 8, for rates of 86.83, 72.75, and 74.54% 
for training, validation, and test accuracy, respectively. The RNN model results with 
AdaGrad appear in Table  2, whereas the accuracy and loss graphics for MFCCs 
using RNN with AdaGrad appear in Table 3.

Table 3  Accuracy and loss graphics for fusion MFCCs using RNN with AdaGrad
Model Batch size=1 Batch size=4 Batch size=8 Batch size=16

M11

M12

M13
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In the second experimental setup, an audio copy-move forgery detection system 
was designed by developing the RNN model with AdaDelta. In the classification 
phase of the experiment, three models were designed. Model M1 had three layers, 
with 8, 4, and 1 neurons, respectively; model M2 also had three layers, with 4, 8, 
and 1 neurons, respectively; and model M3 had three layers as well, with 16, 8, and 
1 neurons, respectively. The sigmoid activation function was determined for use in 
all three sets of layers, and AdaDelta and binary_crossentropy were used in all three 
models.

In the second experimental setup, the hybrid features data were trained on differ-
ent hyperparameters. For M1, the best accuracy rate was obtained with at least 1500 
epochs and a batch size of 4, for rates of 79.51, 74.04, and 74.54% for training, vali-
dation, and test accuracy, respectively. For M2, the best accuracy rate was obtained 
with 2000 epochs and a batch size of 4, for rates of 76.69, 72.04, and 75.51% for 
training, validation, and test accuracy, respectively. For M3, the best accuracy rate 
was obtained with between 1000 and 1500 epochs and a batch size of 16, for rates 
of 73.40, 73.61, and 76.94% for training, validation, and test accuracy, respectively. 
The RNN model results with AdaDelta appear in Table 4, whereas the accuracy and 
loss graphics for MFCCs using RNN with AdaDelta appear in Table 5.

In the third experimental setup, AdaGrad was determined by changing the opti-
mization parameters in the LSTM model, which was used to design the audio copy-
move forgery system. Results for M11, M12, and M13 appear in Table 6. The hybrid 
features data were trained on different hyperparameters. For M11, the best accuracy 
rate was obtained with 500 epochs and a batch size of 8 as 81.76, 69.19, and 76.37% 
for training, validation, and test accuracy, respectively. For M12, the best accuracy 
rate was obtained with between 1000 and 1500 epochs and a batch size of 1, for 
rates of 87.04, 73.18, and 75.11% for training, validation, and test accuracy, respec-
tively. For M13, the best accuracy rate was obtained with 500 epochs and a batch 
size of 4, for rates of 83.40, 72.75, and 76.14% for training, validation, and test accu-
racy, respectively. Accuracy and loss graphics for MFCCs using LSTM with AdaG-
rad appear in Table 7.

Last, in the fourth experimental setup, the audio copy-move forgery detection 
system was designed based on the LSTM model with AdaDelta. The results for the 
M1, M2, and M3 LSTM models appear in Table 8. The hybrid features data were 
trained on different hyperparameters. For M1, the best accuracy rate was obtained 
with 2000 epochs and a batch size of 8, for rates of 74.90, 73.32, and 75.80% for 
training, validation, and test accuracy, respectively. For M2, the best accuracy rate 
was obtained with 2000 epochs and a batch size of 1, for rates of 81.79, 72.33, and 
74.66% for training, validation, and test accuracy, respectively. For M3, the best 
accuracy rate was obtained with between 1000 and 2000 epochs and a batch size of 
1, for rates of 82.72, 75.75, and 76.03% for training, validation, and test accuracy, 
respectively. Accuracy and loss graphics for MFCCs using LSTM with AdaDelta 
appear in Table 9.
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4.3  Results

In our study, 2801 training data, 701 validation data, and 876 test data were used, 
and accuracy was chosen as a metric to calculate performance. The total number 
of predictions made was taken into account when calculating accuracy, namely by 
dividing the number of correct predictions made as a result of training by the total 
number of predictions. The formula for calculating performance is given in Eq. (14).

in which yi represents actual values, yprediction
i

 represents predicted values, and N 
represents the number of items.

Table 10 compares our method with alternative methods in the literature.

(14)Accuracy(Acc) =
1

N

N
∑

i

yi == y
prediction

i

Table 5  Accuracy and loss graphics for fusion MFCCs using RNN with AdaDelta
Model Batch size=4 Batch size=8 Batch size=16

M1

M2

M3
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As many researchers have emphasized, studies on audio copy-move for-
gery detection are few, and no system exists for detecting such forgery despite 
the urgent need for one. As shown in Table 10, most such studies have involved 
extracting features from audio signals and detecting forgery by examining the 
degree of similarity and the relationships between those features. In those studies, 
a fixed decision criterion, or threshold value, has been used to decide how similar 
the data are. Because that value is fixed, it depends on the data used and their 
properties. As a consequence, the developed systems cannot be generally used 
for all data, because the threshold value needs to be constantly updated depend-
ing on changes to the device used to record the data, the file format, the environ-
ment, and the speaker. In our study, we developed a system that automatically 
detects audio copy-move forgery. To that purpose, the system extracts effective 
features from the signal and trains them using learning-based algorithms, after 
which decision-making is performed. Thus, the system allows detecting audio 

Table 7  Accuracy and loss graphics for fusion MFCCs using LSTM with AdaGrad
Model Batch size=1 Batch size=4 Batch size=8 Batch size=16

M1

M2

M3
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copy-move forgery using any threshold value. In our study, a larger data set was 
compared with data sets in the literature as well.

5  Discussion

As demonstrated in the literature, researchers have mostly extracted features from 
audio signals for audio forgery detection and used statistical methods in the deci-
sion-making process. Because such decision-making in those methods depends on 
a threshold value that is not dynamic, decisions may be affected by environmental 
conditions, speaker’s characteristics (e.g., gender), recording devices, and other fac-
tors. Such factors negatively affect copy-move forgery detection systems using audio 
signals. In our study, we proposed a system for detecting audio copy-move forgery 
according to all kinds of variable conditions without depending on any threshold 

Table 9  Accuracy and loss graphics for fusion MFCCs using LSTM with AdaDelta
Model Batch size=1 Batch size=4 Batch size=8 Batch size=16

M1

M2

M3
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value. In short, audio forgery can be detected with high accuracy, independent of 
all factors, with our system. The novelty of our study is that it has generated the first 
audio copy-move forgery detection system using RNN and LSTM models. Differ-
ent optimization parameters, including batch numbers and different epoch numbers 
for RNN and LSTM models, were tested in the study, and the results, detailed in 
Sect. 4, are supported with tables and graphs. Our study was also the first to involve 
a detailed analysis and generate results during audio copy-move forgery detection 
using sequence models.

The deep learning methods proposed in our study were compared with other 
methods in the literature. The main differences are summarized as follows:

• In the literature, most methods are traditional methods. However, the impact of 
the latest deep learning methods for big data in studies in every field is apparent. 
Methods in the literature differ considerably from deep learning methods that 
are trending today. Sequence deep learning models, frequently used in time-
series problems but not previously tested in the field, were used to overcome that 
deficiency.

• Our proposed method’s results were compared with the one-dimensional LBP 
method [26], the pitch feature method [20], the pitch feature and formant feature 
methods [7], the DFT method [9], the gammatone feature method, the MFCCs 
method, the pitch feature and DFT method [8], the DCT method, the SVD 
method [14], DFT method, and the results of using MFCCs [19]. Results appear 
in Table 10.

• When the results are examined, our proposed algorithm offers highly accurate 
results without a threshold value due to training on hybrid features data.

• AdaGrad is an adaptive gradient learning algorithm that can adapt the learning 
rate of the parameters. The algorithm thus learns the learning rate itself. 
Although AdaGrad has a dynamic structure, it operates using a different learning 
coefficient at each step. The most important advantage of the algorithm is 
that it does not require manually adjusting the learning rate. The optimization 
algorithm has been proposed as a solution to the fixed learning step problem 
in the SGD and momentum learning algorithms. Because the learning rate is 
gradually decreased in the algorithm, the developed model terminates learning at 
any time t. That benefit is the greatest disadvantage of AdaGrad [56–59].

• AdaDelta is a variation of AdaGrad produced as a solution to the fixed learning 
rate problem. The optimization method does not require choosing a learning 
coefficient different from AdaGrad [56]. In addition, AdaDelta is more robust 
than algorithms using noisy gradient information, different model architectures, 
and different types of data [59, 60].

• In the training phase using AdaGrad, the manual selection of the learning rate 
and the continuous decrease in the rate reveal the inadequacy of AdaGrad 
compared with AdaDelta. The results show that AdaDelta gives more successful 
rates than AdaGrad.

One of the most challenging problems in forensics is audio copy-move forgery 
detection. Researchers have consistently emphasized the lack of studies in audio 
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forensics detection. In addition, a system for detecting copy-move forgery has not 
been developed. In our study, a solution was therefore developed for one of the most 
important problems in forensic informatics.

6  Conclusions

The most-needed method of detecting audio forgery in audio forensics is the audio 
copy-move forgery detection method. Although a few studies have been conducted 
on that topic, there is no integrated system for forgery detection, despite its critical 
importance to the field, for both researchers and practitioners. In our study, sequence 
RNN and LSTM deep learning models were used for the first time, in contrast to 
traditional audio copy-move forgery detection studies in the literature. In our study, 
RNN and LSTM models were tested, and different hyperparameters were adjusted 
in those models. The best results were obtained with the LSTM method, which 
minimizes the vanishing (i.e., exploding) gradient problem.

In our study, the results obtained using AdaDelta were more successful than using 
AdaGrad. In addition, with low batch size parameters, more stable results were 
obtained. The best performance was obtained with a batch size of 1 in M3 based 
on the LSTM algorithm. The best performance results were calculated as 82.72, 
75.75, and 76.03% for training accuracy, validation accuracy, and test accuracy, 
respectively.
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