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ABSTRACT This study focuses on the automatic generation control (AGC) system, which is crucial for
maintaining balance between power generation and demand in power systems. The implementation of the
AGC system needs to be more precise due to the increasing uncertainty surrounding renewable energy
sources (RESs) and changes in demand. The objective of this study is to investigate the AGC functions
in a two-area hybrid power system that combines a PV system with a reheat thermal system. To improve
system performance, we utilize a proportional-integral (PI) controller. We utilized a recently developed
optimization method, RIME, for tuning controller parameters. This technique has not been studied before
in AGC processes. Furthermore, the optimization procedure utilizes a modified version of the integral of
time-multiplied absolute error (ITAE) objective function. The study compares the performance of the RIME-
tuned PI controller under various scenarios, including changes in thermal system load, load variations in both
areas, and robustness considerations, with well-known techniques in the literature, such as the black widow
optimization algorithm (BWOA), the salp swarm algorithm (SSA), the shuffled frog leaping algorithm
(SFLA), the firefly algorithm (FA) and the genetic algorithm (GA). Our comparative study demonstrates that
the proposed controller outperforms state-of-the-art approaches in terms of overshoot values and damping
durations for both system frequency and tie-line power changes. The study provides valuable information
on the effectiveness of the RIME-tuned PI controller in controlling AGC processes in complex hybrid power
systems.

INDEX TERMS Automatic generation control, RIME algorithm, hybrid PV-reheat thermal system, ITAE,
frequency deviation.

I. INTRODUCTION
Power systems are intricate infrastructures composed of
various components, each with distinct load capacities. In the
dynamic realm of modern power distribution, ensuring a
steady and abundant energy supply is crucial. This need arises
from the dynamic nature of power systems, where variations
in power generation relative to load demand induce frequency
fluctuations. Left uncontrolled, these variations can lead
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to undesirable outcomes, including power system failures.
To address this, Automatic Generation Control (AGC)
is indispensable for coordinating electric power systems.
AGC’s primary function is to meticulously control tie line
power and system frequency variation, ensuring adherence
to predetermined limits [1], [2], thereby safeguarding power
system stability and reliability against the adverse effects of
frequency oscillations.

As conventional energy sources deplete, renewable energy
sources (RES) gain prominence. Integrating RES, particu-
larly photovoltaic (PV) systems, into power generation is
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challenging due to their intermittent nature. PV systems offer
benefits such as reduced maintenance costs and suitability
for distributed power generation. However, solar energy’s
intermittency requires the incorporation of numerous battery
systems for consistent and reliable power output [1], [2],
[3], [4]. Integrating traditional energy sources like thermal
generators with RES seems practical, optimizing benefits
while providing a steady power output. However, the addition
of PV systems introduces fluctuations, necessitating precise
AGC timing, especially in hybrid systems with frequency
oscillations triggered by PV output intermittency [3], [4].
In research incorporating RES into AGC systems, a preva-

lent pattern is the use of simplified first-order models to
represent RES transfer functions [5], [6], [7]. While these
models capture fundamental dynamics, they oversimplify
the complexity of RES, particularly PV systems. Existing
literature often overlooks the structural subtleties of PV sys-
tems, including fluctuating solar irradiance, nonlinearities in
power conversion, and environmental influences, potentially
limiting AGC model accuracy [5], [6], [7].

Beyond the traditional proportional-integral (PI) con-
trollers [1], [2], [3], [4], a number of controllers are emerging
in the complex field of AGC for power systems integrating
RES. The exploration of advanced control strategies includes
fractional-order PI (FOPI) [8], which introduces a nuanced
fractional calculus element, proportional-integral-derivative
(PID) [9], which provides enhanced dynamics, FOPID [10],
which integrates fractional calculus for improved tuning
flexibility, and fractional order fuzzy PID (FOFPID) [11],
which fuses fuzzy logic with fractional-order dynamics for
a more adaptive and robust control paradigm. The critical
role these controllers play in influencing power system
response highlights the importance of accurately setting
their parameters. An important factor affecting the overall
performance of the AGC process is the optimization of these
parameters. To achieve this, researchers have studied a wide
range of optimization techniques, each designed to optimize
controller settings and improve system performance.

Various optimization algorithms have been explored in
these studies, each with their unique inspiration. For instance,
the grasshopper optimization algorithm (GOA) [12] imitates
the swarming behavior of grasshoppers, while the dragonfly
search algorithm (DSA) [13], [14], [15] replicates the
foraging behavior of dragonflies. Additionally, the jellyfish
search optimizer (JSO) [10] simulates the pulsating motion of
jellyfish. Moving beyond, the whale optimization algorithm
(WOA) [16] draws inspiration from the social behavior of
humpback whales, and the grey wolf optimization algorithm
(GWO) [17] mimics the hunting techniques of gray wolves.
Further diversifying the optimization approaches are the
elephant herding optimization (EHO) [18], emulating the
herding behavior of elephants, and the jaya algorithm (JA)
[19], driven by the concept of communal optimization. This
array of optimization methods creates a dynamic and diverse
landscape of algorithms, each specifically advantageous
in capturing the intricate dynamics resulting from the

integration of RES into power systems. In the context of
hybrid power systems, selecting an optimization technique
becomes a critical decision point to ensure the flexibility,
effectiveness, and robustness of the AGC process.

Developing an objective function (OF) is also a crucial step
in the intricate field of AGC optimization, as it profoundly
influences the reduction of system frequency oscillations and
tie line power fluctuations. Optimization aims to achieve a
delicate balance between power generation and demand, with
the selection of a suitable OF serving as a guiding metric.
The research delves into various performance metrics, each
attempting to capture specific aspects of the AGC process
and system behavior. One prominent traditional metric is
the integral of the square of the error (ISE) [7], [20], which
calculates the cumulative squared deviations between the
actual and desired system responses. Another perspective
is offered by the integral of the absolute error (IAE) [5],
emphasizing accumulated absolute deviations and providing
a measure of the overall error magnitude. Expanding the
study’s scope is the integral of the square of the time-weighted
error (ITSE) [21], introducing a temporal dimension to
reflect the changing dynamics of the power system by
assigning different weights to errors at distinct time instances.
Further broadening the range of performance indices is the
integral of time-weighted absolute error (ITAE) [22], [23],
combining the elements of IAE with temporal weighting
to offer a complex view of the time-dependent aspects
of system performance. Each of these indices provides a
unique perspective on various facets of system stability and
reactivity, serving as valuable tools for evaluating AGC
efficiency.

This study focuses on enhancing the realism of AGC
procedures through a comprehensive review of existing
literature. The aim is to establish a more equitable basis for
comparison with prior research. To achieve this, the research
employs a novel approach by investigating the dynamics of
an interconnected hybrid power system encompassing two
areas. This system combines conventional and renewable
energy sources, specifically a thermal power system and a PV
system. The inclusion of both PV and thermal components
introduces a level of complexity and realism in line with the
evolution of modern power systems.

In the context of AGC in hybrid power systems, PI con-
trollers are commonly preferred due to extensive prior study.
In this research, the PI controller is chosen as the control
mechanism, aligning with established approaches in previous
studies. However, a distinctive aspect of this research lies
in the application of a novel optimization method called
RIME algorithm [24]. Notably, RIME has never been utilized
in the AGC process for PV thermal power systems. This
unique perspective aims to evaluate the performance of
the PI controller when optimized using this state-of-the-art
approach.

A detailed comparison of various studies reveals that the
ITAE is frequently used as the OF. Despite its common usage,
observed discrepancies in system frequency oscillations and
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tie line power variation prompt a proactive adjustment of
the ITAE in this study. This modification seeks to enhance
the precision and reliability of the AGC procedure in the
considered hybrid power system.

Furthermore, the research conducts an extensive robust-
ness analysis to fortify the validity of its conclusions. The
robustness of the system is rigorously tested against various
objective functions, underscoring the study’s commitment
to a comprehensive investigation of the proposed AGC
framework. The ultimate goal of this work is to contribute
to the advancement of knowledge in AGC, establishing a
standard for evaluating hybrid power systems. This standard
considers real-world dynamics and pushes the boundaries of
controller tuning optimization methods. The followings are a
summary of the distinctive contributions of this study:

◦ Investigating the dynamics of an interconnected hybrid
power system, which consists of two areas and seam-
lessly combines a PV and a thermal power system.

◦ Introducing the use of recently developed RIME opti-
mization in AGC process. This technique has never
been applied to the AGC process in PV thermal power
systems.

◦ Using a modified ITAE objective function in order
to address the observed differences in tie line power
variation and system frequency oscillations reported in
the literature. This adjustment improves the accuracy
and reliability of the AGC process, which also improves
the system performance.

◦ Performing a thorough comparison with the latest
research in the field to demonstrate the robustness of the
proposed approach.

The rest of the paper is organized as follows: Section II
thoroughly examines the RIME algorithm, providing insight
into its operation and underlying ideas. Section III delves
into the power system concept and provides a comprehensive
overview of the interconnected hybrid system using AGC.
The reader’s understanding is enhanced by Section IV’s
insights into the optimization problem at the heart of the
research. Section V presents the simulation results and
noteworthy conclusions, highlighting the performance of
the AGC framework in both quantitative and qualitative
dimensions. Finally, the paper is summarized in Section VI,
which also provides conclusions and implications based on
the results of the study.

II. RIME ALGORITHM
The RIME algorithm, described in detail by Su et al. in their
work [24], [25], serves as a pivotal optimization method in
this study. It is inspired by the hoar-frost ice evolution process
and is structured into four phases.

A. RIME CLUSTER INITIALIZATION
The RIME algorithm begins by initializing a population
(denoted as X ) of search agents based on the characteristics of
hoar-frost ice evolution. The initialization is performed by (1)

where D represents the size of the problem.

X =


x11 x12 . . . x1D
x21 x22 . . . x2D
...

...
. . .

...

xN1 xN2 . . . xND

 (1)

These agents form the foundation for subsequent operations.
The RIME algorithm employs a soft-rime search strategy,
characterized by targeted randomization to overcome local
stagnation. In that sense, the definition in (2) is employed for
r2 < E :

Rnewij = Rbest,j + Rf ×
(
h×

(
Bmax(i,j) − Bmin(i,j)

)
+ Bmin(i,j)

)
(2)

where Rf = r1 × cosθ × β, θ = π · (t (10 · T )), β =

1 − ((w · t/T ) /w) and E =
√
(t/T ). Here, Rbest,j identifies

the most effective RIME agent in the RIME population. The
position of the free particle after the motion is denoted by
Rnewij and r1 is a random number ranging from −1 and 1. The
value of cosθ increases proportionally with the algorithm’s
iteration count. The environment’s ambient conditions are
represented by β, which varies as the algorithm iterates.
The random number h, ranging from 0 to 1, simulates the
distance between free particles. Themaximum iteration count
is represented by T , while t represents the iteration count of
the algorithm. w determines the number of segments in the
step function, while E indicates the likelihood of collecting
free particles. The dynamic approach in this mechanism aims
to balance exploration and exploitation, preventing premature
convergence to suboptimal solutions.

The hard-rime puncturemechanism, inspired by the natural
breaking of hoarfrost, introduces perturbations among search
agents. This disturbance is essential for avoiding local
optima and enhancing the convergence of the algorithm. This
mechanism is mathematically defined as given in (3):

Rnewij = Rbest,j, r3 < Fnormr (Si) (3)

where Rnewij is the jth particle of the population’s best fracking
agent, and Rbest,j is the updated particle position.

The fitness value of the current agent is normalized to
obtain Fnormr (Si). Here, r3 is a random number between -1
and 1, and Fnormr (Si) represents the probability of the agent
experiencing a hard puncture.

The optimization process includes positive greedy selec-
tion, systematically comparing modified search agents’ fit-
ness values to update them if improvements are detected. This
iterative improvement raises the overall standard of search
agents over time. The pseudocode, given in Algorithm 1,
outlines the RIME algorithm.

III. SYSTEM MODELING
The power system chosen for the AGC investigation in this
study is a sophisticated two-area hybrid configuration. A PV
system and a reheat thermal power subsystem collaboratively
constitute this system. In the distribution layout, the PV
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Algorithm 1 Pseudocode of RIME Algorithm
Set the RIME population to start.
Find the best agent and the corresponding fitness score.
While t ≤ T
E = (t/T )0.5
If r2 < E
Use the soft-RIME search strategy to update the RIME

agent’s position.
End If
If r3 < Normalize fitness of Si
Utilizing the hard rime puncture mechanism, carry

out a cross-agency update.
End If
If F(Rnewi ) < F(Ri)

Determine which is the best solution using positive
greedy selection.

End If
t = t + 1
End While

system and associated loads are positioned in Area-1, while
the reheat thermal power system is located in Area-2. Figure 1
illustrates a schematic diagram of the AGC process for this
two-area thermal power system.

FIGURE 1. Schematic diagram of power system.

Since external variables can introduce unpredictability
into voltage values obtained from PV panels, relying solely
on PV panels as the energy source can pose challenges.
These challenges may include frequency oscillations due
to difficulties in meeting load requirements. Traditional
approaches to address these issues involve working in
conjunction with an alternative energy source or integrating
energy storage devices, such as batteries. This study takes a
unique approach by closely integrating the PV system with
the thermal power supply, rather than depending on batteries.
The purpose of this interconnection is to facilitate a seamless
transfer of energy between the PV and thermal systems,
enabling them to collaboratively meet diverse load demands
without relying on battery storage. This innovative setup not
only mitigates the intermittent nature of PV energy but also

fosters a dynamic interplay between the PV and thermal
subsystems. Because of their interdependence, these two
energy sources can respond to load demands in a coordinated
manner, minimizing the challenges faced by standalone PV
systems and enhancing the overall efficiency of the hybrid
power system.

A. MODELING OF THERMAL POWER SYSTEM
The thermal power system in Area 2 comprises four
complex components: the governor, turbine, reheater, and
power system. Adopting a practical approach, we develop
a transfer function model for the power system by treating
all components as linear entities and representing them with
first-order transfer functions. The description of the transfer
functions governing each thermal system component can be
found in [1], [2], [3], and [4] and briefly described as follows.
The transfer function of the governor is given in (4) where Kg
is the governor gain and τg is the governor time constant.

Gg (s) =
Kg

sτg + 1
(4)

The transfer function of the turbine is given in (5) where Kt
is the turbine gain and τt is the turbine time constant.

Gt (s) =
Kt

sτt + 1
(5)

The reheater transfer function is given in (6) where Kr is the
reheater gain and τr is the reheater time constant.

Gr (s) =
sK rτr + 1
sτr + 1

(6)

The transfer function of the power system in Area 2 is defined
in (7) where Kps is the power system gain and τps is the power
system time constant.

Gps (s) =
Kps

sτps + 1
(7)

In addition, (8) is used to calculate the area control error
(ACE) for the ith area by taking into account important
variables such as the frequency bias parameter (B), the
frequency deviation of the ith area (1f i) and the variance of
the tie line power across the areas (1Ptie).

ACE i = B1f i + 1Ptie (8)

B. MODELING OF PHOTOVOLTAIC SYSTEM
The initial step in accurately simulating a PV system
involves modeling a solar cell. The circuit design in Figure 2
presents an analog model of a solar cell, comprising a series
resistor, a coupled p-n diode, and a PV current source.
Solar energy is introduced into the circuit through this
PV current source, generating current that is influenced by
solar radiation and is temperature and irradiance dependent.
To optimize the energy harvested from the solar panel in
varying external conditions, Maximum Power Point Tracking
(MPPT) is crucial. By adapting to changing conditions, the
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FIGURE 2. Equivalent circuit of solar cell.

MPPT mechanism ensures the system operates at its peak
efficiency. As solar panels naturally collect energy in DC
form, conversion to AC is necessary for compatibility with
standard loads. Inverters play a vital role in converting DC
power into AC power, enabling the utilization of solar panel
output by AC loads.

Considering these aspects, the transfer function of the
PV system, encompassing MPPT, converters, and filters,
is accurately described in (9).

GPV (s) =
−18s+ 900

s2 + 100s+ 50
(9)

Building upon the previously described transfer functions,
Figure 3 graphically illustrates the transfer function model of
the two-area hybrid power system. To enhance transparency
and provide a reference point for future simulations and
studies, the values of Kps = 120Hz

/
pu.MW , τps = 20s,

Kr = 0.33Hz
/
pu.MW , 2πT12 = 0.545pu.MW

/
Hz, τr =

10s, τg = 0.08s, τt = 0.3s, B = 0.8pu.MW
/
Hz and

R = 2.5Hz
/
pu.MW are adopted in this study.

IV. DEFINITION OF OPTIMIZATION PROBLEM AND
PROPOSED DESIGN METHOD
The power generated by the control regions meets the
current load demand under normal operating conditions.
However, in specific scenarios, additional load demand may
surpass the system’s capacity, leading to a mismatch between
the power generated and required power. This mismatch
induces oscillations in the system frequency and tie line
power, causing instability in the power grid. The primary
objective of the AGC procedure is to swiftly mitigate these
oscillations, either eliminating them entirely or keeping
them within preset tolerance limits. This goal is achieved
through the deployment of controllers. In this work, a PI
controller, a widely used and reputable control mechanism,
is employed. Its effectiveness has been demonstrated in
numerous comparative studies. The transfer function for a
system with n-areas are provided in (10) where Kpn is the
proportional gain of the nth area and Kin is the integral gain
of the nth area.

GCn (s) = Kpn +
Kin
s

(10)

The power system assigned to AGC in this study operates
within a two-area structure. The optimization process relies
on four essential parameters, namely Kp1, Ki1, Kp2, and
Ki2. These parameters play a crucial role in determining
the performance of the AGC system. Therefore, optimizing
them is necessary to achieve the best possible control and
reaction. The AGC procedure aims to minimize crucial time-
domain features such as settling time (ST ), undershoot (US),
and overshoot (OS) by determining control settings. These
features directly impact the system’s capacity to react quickly
and precisely to variations in power consumption, thereby
maintaining stability and reducing oscillations. While control
parameters can be decided through trial and error, this method
is often ineffective and time-consuming. Therefore, it is
essential to approach the parameter determination procedure
as an optimization issue.

The main goal of optimization is to find solutions that fall
within a suitable parameter space by minimizing a specified
objective function (OF). This study employs integral of time-
weighted absolute error (ITAE) as the OF for optimization,
consistent with similar works in the field. The ITAE OF is
a comprehensive measure of the system’s performance over
time and aligns with the overarching objective of attaining
stable and effective AGC in the two-area power system. The
transfer function of the OF is given in (11).

OF ITAE =

tf∫
0

t · (|1f1| + |1f2| + |1Ptie|) · dt (11)

In the equation, t represents the current time, and tf
denotes the simulation duration, which is set to 50 seconds.
Additionally, the constraints of −2 ≤Kp1,Ki1,Kp2,Ki2≤ 2
have been considered during the optimization process.

A noteworthy finding from comparative research was that
variations in tie line power and system frequency oscillations
tended to exceed certain thresholds. To efficiently attenuate
and regulate these aberrations, an ITAE objective function has
been added. This enhancement aims to limit overshoot values
from exceeding predefined thresholds, ensuring more stable
operation within the given parameters. The ITAE objective
function acts as a safety net, keeping the system’s reaction
dynamics within allowable bounds and promoting a more
effective AGC process by accounting for these restrictions
during the optimization process.

◦ |1f1| ≤ 0.25; |1f2| ≤ 0.25; |1Ptie| ≤ 0.05
Figure 4 displays the schematic diagram of the AGC process
using the innovative RIME algorithm in a two-area PV-
thermal power system. The modeling procedure begins by
constructing a power system model using Matlab/Simulink.
The created model is then seamlessly linked with the
written codes of the RIME method found in the m-file.
To introduce some degree of unpredictability into the
system, four parameters (two for each controller in both
areas) are stochastically determined. The Simulink model
utilizes the aforementioned parameter values to monitor
and analyze dynamic fluctuations in tie line power and
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FIGURE 3. Overall two-area hybrid system.

FIGURE 4. Application of RIME algorithm to two-area power system.

frequency. The obtained values are then used as inputs
to calculate the increased OF , representing the system’s
performance under the given parameter set. The optimization
process undergoes an additional cycle using the computed
values. This process refines the settings to enhance the
performance of the AGC system, achieving optimal stability
and response characteristics. This iterative loop continues
until the predefined stopping requirements are met.

V. SIMULATION RESULTS AND DISCUSSION
This section of the research provides a comprehensive
analysis of the performance of the RIME-tuned PI controller
in three different scenarios. Firstly, the system’s response
to a 0.1 pu load change that occurs in the thermal system
at 0s is examined in detail. This case study highlights the

controller’s ability to handle sudden changes and maintain
system stability. After that, a more complicated situation is
presented in which both areas experience a simultaneous
0.1 pu load change at 0s. This situation emulates a more
challenging real-world circumstance, enabling an evaluation
of the controller’s ability to coordinate responses among
different hybrid power system components. Finally, the
robustness of the proposed RIME-tuned PI controller is
assessed under different objective functions. These scenarios
offer a thorough assessment of the controller’s robustness and
performance under various operating settings.

A. STATISTICAL ANALYSIS
The optimization procedure is carried out in the Mat-
lab/Simulink environment. The procedure consisted of
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FIGURE 5. Obtained ITAE values for 30 runs (a) and Boxplot analysis (b).

30 runs with a population size of 50 and 50 iterations overall.
Figure 5 shows the values of theOF for each run in a boxplot
graph.

The figure depicts the distribution of ITAE values over
the 30 runs, providing information on the optimization
results’ variability. A statistical analysis was conducted on
the ITAE values, including characteristics such as mini-
mum, maximum, median, average, and standard deviation,
to provide a comprehensive explanation of the obtained
data. Table 1 presents a detailed summary of the statis-
tics. Figure 5 and Table 1 show that the average ITAE
value varied over the 30 runs, ranging from 2.9285 to
3.0814. The average ITAE score overall is approximately 3,
indicating consistent performance during the optimization
process.

TABLE 1. Statistical metrics of objective function.

B. CHANGES OF CONTROLLER PARAMETERS AND ITAE
OBJECTIVE FUNCTION
Figure 6 displays the convergence behavior of the RIME
method when applied to the ITAE objective function. The
graph depicts the convergence curve after 50 iterations. Upon
close examination of Figure 6, a clear trend emerges. The
OF displays a dynamic pattern of convergence, gradually
approaching and stabilizing at a value of approximately 3. It is
intriguing to note that this convergence towards the optimal
value is visible from the 15th iteration onwards.

The variation of the controller parameters along the
determined iteration is shown in Figure 7. As can be seen
from Figure 7, all four controller parameters converge to

FIGURE 6. Evolution curve for ITAE.

their final values given in Table 2 after a certain iteration as
expected.

TABLE 2. Optimized PI controller parameters.

C. COMPARED RECENT APPROACHES
The optimum controller parameters obtained after 30 runs for
50 iterations using the RIME algorithm and the controller
parameters proposed in BWOA-tuned PI [1], SSA-tuned
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FIGURE 7. Evolution curves for controller parameters.

PI [2], SFLA-tuned PI [3], FA-tuned PI [4] and GA-tuned
PI [4] are given in Table 2.

D. CASE STUDIES
Performance indices such as ST (±0.1 Hz tolerance band for
1f1 and 1f2 and ±0.025 MW tolerance band for 1Ptie), OS
and US are considered while analysing the performance of
the RIME-tuned PI controller used in the two-area hybrid PV-
thermal power system under different scenarios.

1) DISTURBANCE (A)
In this case study (10% step change (1PD1 = 0.1 pu) in
thermal system demand), the system behavior under load
change of 0.1 pu at 0s in the second area is investigated. In this
context, the frequency variation (1f1) in Area-1, frequency
variation (1f2) in Area-2 and tie line power variation (1Ptie)
graphs are given in Figure 8, Figure 9, and Figure 10,
respectively.

FIGURE 8. Variation in 1f1 for disturbance (a).

The numerical data obtained from the graphical rep-
resentations is meticulously collected and presented in
tabular form to facilitate quantitative analysis. Tables 3, 4,

FIGURE 9. Variation in 1f2 for disturbance (a).

FIGURE 10. Variation in 1Ptie for disturbance (a).

and 5 provide comprehensive references, including precise
numerical values for the observed frequency and power
exchange in Area-1, Area-2, and the tie-line, respectively.

TABLE 3. Numerical results of ST , US and OS for 1f1 under
disturbance (a).

The performance of the RIME-tuned PI controller is also
very impressive, effectively reducing both undershoot and
overshoot, as shown in Figure 8 and presented in Table 3.
The RIME-tuned PI controller’s performance is remarkable
in that it outperforms the other tuning strategies by having the
shortest settling time, which is 1.5072 s. Examining Table 4,
it is evident that the RIME-tuned PI controller remains highly
effective. Once again, it outperforms all other controllers,
achieving the fastest settling time (2.4135 s). This controller
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TABLE 4. Numerical results of ST , US and OS for 1f2 under
disturbance (a).

TABLE 5. Numerical results of ST , US and OS for 1Ptie under
disturbance (a).

is capable of minimizing settling time while efficiently
controlling overshoot and undershoot. This highlights its
ability to maximize Area-2’s dynamic response during the
defined disturbance scenario. Table 5 provides numerical data
on the settling time, undershoot, and overshoot for tie-line
power change, offering a comprehensive understanding of the
performance of the RIME-tuned PI controller.

The data shows that the RIME-tuned PI controller is
the top performer in this domain, with the lowest settling
time of 1.1359 s. In addition, its adept management of
both undershoot and overshoot demonstrates its efficiency in
maintaining a steady power exchange along the tie-line, even
when facing designated disturbance conditions.

In conclusion, the RIME-tuned PI controller outperforms
the others in all three tables by providing the quickest
settling time while simultaneously reducing undershoot and
overshoot values. These combined results demonstrate the
reliability and efficiency of the RIME-tuned PI controller in
coordinating a well-managed system response, particularly in
the given disturbance situation.

FIGURE 11. Variation in 1f1 for disturbance (b).

FIGURE 12. Variation in 1f2 for disturbance (b).

FIGURE 13. Variation in 1Ptie for disturbance (b).

2) DISTURBANCE (B)
This case study (10% step change (1PD1 = 0.1 pu and
1PD2 = 0.1 pu) in both areas) examines the impact
of the PVs on the overall system dynamics. Specifically,
we analyze the system’s response to a 0.1 pu load change
that occurs in both system areas at the beginning of the
simulation (0ths). The resulting change profiles obtained from
the simulation studies are presented in Figures 11, 12, and 13,
which illustrate the fluctuations in 1f1, 1f2, and 1Ptie,
respectively. Tables 6, 7, and 8 provide detailed numerical
data extracted from the graphical representations. Upon
thorough analysis of the figures and tables, it is apparent
that the proposed RIME-tuned PI controller significantly
mitigates frequency oscillations (1f1 and 1f2,) and tie line
power variations (1Ptie) in a shorter time frame compared
to other methods. Additionally, the undershoot and overshoot
values remain consistently within the predetermined bound-
aries established in this study. The findings highlight how
quickly and effectively the RIME-tuned PI controller can
dampen system oscillations, improving the performance and
stability of the frequency and tie line power responses. The
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controller’s ability to keep undershoot and overshoot values
within predetermined limits is particularly noteworthy in the
presence of load change, further enhancing its effectiveness
in maintaining a controlled and stable system response.

TABLE 6. Numerical results of ST , US and OS for 1f1 under
disturbance (b).

TABLE 7. Numerical results of ST , US and OS for 1f2 under
disturbance (b).

TABLE 8. Numerical results of ST , US and OS for 1Ptie under
disturbance (b).

E. PERFORMANCE INDICES AND ROBUSTNESS
In addition to the adopted OF , three different objective
functions (IAE , ISE , and ITSE) are also used to further
measure the performance of the controllers employed in the
AGC problem. The expressions for these objective functions
are defined in (12) - (14).

IAE =

30∫
0

(|1f1| + |1f2| + |1Ptie|) · dt (12)

ISE =

30∫
0

[
(|1f1|)2 + (|1f2|)2 + (|1Ptie|)2

]
· dt (13)

ITSE =

30∫
0

t ·

[
(|1f1|)2 + (|1f2|)2 + (|1Ptie|)2

]
· dt (14)

In this work, we consider a modified version of ITAE as
the main OF . Although this modified ITAE is primarily
used in research to analyze the performance of the proposed

controller, its robustness in comparison to other objective
functionsmust be evaluated. Tables 9 and 10 record the values
of the four OFs for both disturbance scenarios (a) and (b).
The results of a comprehensive analysis of Tables 9 and 10
highlight the superior performance of the RIME-tuned PI
controller across various OFs. The controller consistently
achieves lower values for IAE, ITAE, ISE, and ITSE,
indicating its effectiveness in controlling the system subject
to disturbances. The data from both disturbance scenarios
supports the conclusion that the RIME-tuned PI controller
outperforms other controllers across a wide range of objective
functions, demonstrating its resilience and suitability for the
AGC problem.

TABLE 9. Numerical results of performance indices under disturbance (a).

TABLE 10. Numerical results of performance indices under
disturbance (b).

VI. CONCLUSION
AGC is crucial for enhancing the operational efficiency of
power systems and ensuring a reliable and consistent energy
supply to consumers. This study presents a hybrid power
system comprising an reheat thermal power system and
a PV system, in which AGC is implemented to manage
the system’s inherent dynamic issues. To control frequency
oscillations and tie line power changes, a traditional PI
controller is employed. The RIME optimization algorithm
is utilized to optimize the parameters of the PI controller.
This study represents the first use of RIME, a relatively new
optimization technique, in the AGC process. An enhanced
ITAE is used as the objective function in the optimization
process, demonstrating a commitment to improving and
developing control measures. A comprehensive study was
conducted in various scenarios to assess the effectiveness
of the RIME-tuned PI controller. The results were then
compared to optimization techniques that have been proven
successful in the literature, such as BWOA, SSA, SFLA,
FA, and GA. The findings consistently demonstrate that
the RIME algorithm outperforms its counterparts, making it
more effective in optimizing PI controller parameters for the
AGC process. The RIME-tuned PI controller outperforms the
combined BWOA, SSA, SFLA, FA, and GA approaches in
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reducing frequency oscillations and tie line power changes.
The results indicate that a highly successful and efficient
approach to AGC process in power systems is the RIME-
tuned PI controller. The exceptional integration of the RIME
algorithm into theAGC framework demonstrates itsmerit and
ability to achieve outstanding system performance. This work
validates the potential of the RIME method as a reliable tool
for enhancing power system stability and dependability.
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